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In the race to the South Pole, Roald Amundsen’s expedition covered an equal distance 

each day, irrespective of weather conditions, while Scott’s pace was erratic. Amundsen 

won the race and returned without loss of life, while Scott and his men died. We 

investigate how firms’ sales growth deviate from the long-run average growth path. 

Our baseline results suggest that growth path volatility is associated with higher 

growth of sales and profits, but is also associated with higher exit rates. This is driven 

by firms with negative growth rates. For positive-growth firms, volatility is negatively 

associated with both sales growth and survival.  
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1. INTRODUCTION 

 

Between December 1911 and January 1912, Roald Amundsen and Robert Falcon Scott reached 

the South Pole within a month of each other. Amundsen's expedition reached the pole first and 

returned without loss of life, while Scott and his four companions died on the return journey. 

Amundsen had planned his expedition carefully and irrespective of the weather conditions he 

sought to cover a fixed and equal distance each day, taking proper rests. Scott sought to cover as 

much distance as possible each day, and his journey was more erratic.1 

 

Collins and Hansen (2011) draw parallels with the Amundsen-Scott case, and stipulate in their 

bestselling management book Great by choice that firms’ growth processes can predict which 

firms are going to be successful in the long run.2 Hence, firms with more stable growth paths will 

have better long-run performance than comparable firms with more volatile growth paths. We call 

this the Amundsen hypothesis. The idea that growth paths might tell us something about firms’ 

future success is intriguing given the interest of entrepreneurship scholars in growth processes (see 

e.g., Delmar et al., 2003; McKelvie & Wiklund, 2010).  

 

However, theory gives us no clear answer on whether smooth growth paths are better than more 

erratic growth paths. On the one hand, volatility has a number of disadvantages. Volatility makes 

it harder for managers to plan ahead because it gets more difficult to predict future demand (Bo, 

2001; Bloom, 2014)3, and adds psychological stress that can have negative effects on managerial 

decisions (Stephan, 2018). Volatility also raises the risk premium and thereby lowers the valuation 

of the firm, making it more costly to borrow money from external investors (Bloom, 2014). In 

addition, it raises average costs because adjustment costs increase when the firm needs to adapt its 

scale of operations more frequently (Hamermesh & Pfann, 1996). Volatility can also introduce 

 
1 Amundsen and Scott’s preparations and race to the South Pole is excellently covered in Roland Huntford’s novel 
The Last Place on Earth: Scott and Amundsen’s Race to the South Pole (Huntford, 1999).  
2 While we concur that the Amundsen-Scott case is an interesting metaphor for starting discussions about firm 
growth paths, of course, we do not claim the metaphor is perfect.  
3 It is also possible that more volatile growth paths are signs that the firm is governed by managers that are less able 
to plan ahead, i.e., that volatility rather is a consequence of bad planning.   
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enduring weaknesses inside the organization, e.g., poor choices of new hires that remain inside the 

firm and shape the firm’s subsequent evolution (Coad et al., 2014).  

 

On the other hand, firm growth is an inherently lumpy process (Doms and Dunne, 1998) and 

growth-oriented firms might be characterized by more volatile growth paths than firms with lower 

growth ambitions (Wiklund and Shepherd, 2011). More volatile growth can also be beneficial due 

to first-mover advantages (Lieberman & Montgomery, 1988). Firms that make more discretionary 

decisions to get into pole position can, for example, generate sustainable cost advantages and create 

barriers to entry for competitors due to learning-based efficiency gains (Spence, 1981). Firms that 

are characterized by more volatile growth paths can leap forward at critical junctures to develop 

patents to protect their innovations and discourage rivals from entering the race (Gilbert & 

Newbery, 1982), and gain advantages over other firms by acquiring scarce assets such as physical 

resources and human capital (Carow et al., 2004). Volatile growth to gain first-mover advantages 

also means that firms can insulate their customer base by setting up ‘switching costs’ for customers 

that move, and these switching costs would require competitors to invest more in order to attract 

their customers (Wernerfelt, 1986, 1988).    

 

We contribute to the literature by developing a new methodology for quantifying growth paths, 

and by investigating a novel hypothesis regarding how growth volatility relates to performance. 

We build on recent calls to focus not just on how much firms grow (e.g. the standard approach 

where firm growth is the dependent variable, and a long list of potential determinants are included 

as explanatory variables), but instead on how firms grow (McKelvie and Wiklund, 2010). Our 

study thus contributes to a small but growing literature that investigates the growth paths taken by 

growing firms.  

 

The pioneering paper by Delmar et al (2003) sorted firms into seven categories on the basis of 

their employment, sales, and acquisition activity. These categories were: Super absolute growers 

(13.5%); steady sales growers (12.8%); acquisition growers (10%); super relative growers 

(16.3%); erratic one-shot growers (16.7%); employment growers (16.0%); steady overall growers 

(14.8%). Other scholars have taken similar approaches to categorize firms into 3-6 classes 

according to their growth performance (McMahon, 2001; Acs et al., 2008; Cowling and Liu, 2011). 
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For example, McMahon (2001) applies cluster analysis on the variables age, size, and growth rate, 

to classify firms as being low growth (70%), moderate growth (25%), or high growth (5%). A 

different stream of literature has focused on growth paths in terms of sequences of above- or below-

median growth over consecutive years (Coad et al., 2013, 2015: Derbyshire and Garnsey, 2014; 

see also Brenner and Schimke, 2015). We go beyond this stream of literature with a more 

sophisticated quantitative measure of growth path volatility.  

 

More closely related to our work, Elizabeth Garnsey and colleagues take a graphical approach to 

allocating firms into growth path categories (Garnsey and Heffernan, 2005; Garnsey et al., 2006). 

However, beyond showing interesting graphical categories, they do not develop or apply any 

indicators that could quantify the volatility of firm growth paths; neither do they undertake any 

quantitative analysis of the consequences of growth paths on firm performance. We develop and 

apply a series of indicators for quantifying the volatility of firm growth paths, which include a 

number of desirable statistical properties. We argue that such quantitative indicators of growth 

paths are important additions to the literature for undertaking a rigorous analysis of growth paths 

and their consequences, for investigating effect sizes and for knowledge cumulativeness by 

facilitating comparisons across samples.  

 

Our indicator of growth path volatility measures how sales growth deviates from firms’ long-run 

average growth path and captures several desirable properties, e.g. taking value zero in cases where 

growth is equal in every period, increasing monotonically with respect to inequality of growth 

rates across periods, and is invariant to whether a firm ‘over-shoots’ or ‘under-shoots’ with respect 

to its overall growth path. The indicator also controls for the number of times that the yearly sales 

growth crosses over the long-run average growth path and can be used to classify firms into 

different growth types based on how they grow in relation to their average long-run growth path. 

We use this classification to test if venture performance is related to growth paths around the long-

run average. As far as we know, no previous study has been able to provide such a test.  

 

The Amundsen hypothesis suggests that smoother growth paths are associated with higher growth 

and better performance in subsequent periods. We test the Amundsen hypothesis using a dataset 

that includes the full population of limited liability firms (with at least one employee) in Sweden 
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during the period 1998-2009. Overall, growth path volatility is positively associated with growth 

of sales and profits, although it is also positively associated with firm exit. The positive effects of 

volatility on growth are mainly driven by the lower end of the growth rates distribution, however 

(i.e. volatility slows down the decline of firms with negative growth rates). In addition, we use our 

growth dispersion measure to investigate the effects of growth path variability on sales growth, 

profit growth and firm exit in the coming three-year period. We show that the effect of growth 

path variability on firm performance differs across the growth rate distribution. For fast-growing 

firms, growth path variability is negatively associated with sales growth and negatively associated 

with exit probability in the coming three-year period, thus providing support for the Amundsen 

hypothesis in the context of fast-growing firms. However, for the fastest growing firms, erratic 

growth paths are positively associated with profit growth.  

 

We also find a more complex relationship between firms’ growth paths and their performance 

when classifying firms into eight different growth types. Firms that have more years with sales 

growth above rather than below their long-run average growth path, holding their growth 

variability constant, have higher sales growth in the coming three-year period. We also find similar 

results for profit growth, while higher growth path variability is associated with higher risk of 

exiting the market for all growth types. Our research thus highlights the importance of not only 

investigating growth variability and how much firms grow, but also how firms grow around their 

average growth path.  

 

The rest of the paper is organized as follows. The next section presents our theoretical background 

and our hypotheses. Section 3 describes the dataset and the empirical methodology, while our 

results are presented in section 4. Finally, we conclude and discuss the implications of our findings 

in Section 5.     
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2. THEORY AND HYPOTHESES 

 

Firm growth is an inherently lumpy process. As a firm grows, it introduces new inputs and 

processes, new divisions of labor, and new hierarchical levels. One source of lumpiness is that the 

inputs are indivisible. Firms cannot grow by adding half an employee, a quarter of a machine, or 

a tenth of a production plant. This means that firm growth sometimes requires leaps. In their 

analysis of US manufacturing plants, Doms and Dunne (1998, p. 417) report a considerable 

concentration of investment into short periods: “on average, half of a plant’s total investment over 

the 1973-1988 period was performed in just three years.” Firms often find themselves at critical 

junctures, whereby the addition of one resource can have cascading effects in terms of increased 

requirements on other resources in the organization. For example, adding a production worker 

increases the workload of supervisors. Furthermore, growth via the addition of new resources 

changes the configuration of existing resources, thus opening up new opportunities and directions 

for the addition of new resources (Penrose, 1959). In the context of entrepreneurial ventures, 

adding a new employee to a small team opens up new possibilities of division of labor and 

hierarchical organization, that may open up new opportunities for growth. 

 

Another source of lumpiness is that scaling up changes the structure of organizations. In a 

metaphor to the structural change that accompanies the growth of organizations, Hannan and 

Freeman (1977) write that ‘a mouse could not possibly maintain the same proportion of body 

weight to skeletal structure while growing as big as a house. It would look neither like a mouse 

nor operate physiologically like a mouse’ (Hannan and Freeman, 1977, p. 938). Growth therefore 

is not merely a linear accumulation but is interrupted by episodes of broad-based restructuring. 

Cruz et al. (2018) observe that the growth of successful firms involves a proactive eye towards the 

creation of new hierarchical layers.   

 

The above discussion implies that the marginal costs of growth, in terms of increasing sales by one 

basic unit, are not constant, but depend upon the way that resources are organized within the firm 

(Coad and Planck, 2012). In some cases, growth can quite easily build upon existing infrastructural 

capacity and organizational slack. In other cases, growth is more difficult because it requires 
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investing simultaneously in various resources and complementary assets. As a result, achieving a 

fixed growth rate is easier in some years than in others.  

 

In addition to the intrinsic lumpiness of growth, it sometimes pays to grow as fast as possible 

because of first mover advantages (Lieberman and Montgomery, 1988). Growth in cumulative 

output can, for example, give rise to learning-based efficiency gains for first movers, generating 

sustainable cost advantages and barriers to entry (Spence, 1981) and thus reward firms that moves 

first. First mover advantages also arise if technology can be protected using patents or if   

maintained as trade secrets. This has been formalized in the theoretical economics literature in the 

form of R&D or patent-races where advantages are often enjoyed by the first-mover firm. Gilbert 

and Newbery (1982) were the first to develop a model of preemptive patenting, in which a firm 

with an early head-start in research exploits its lead to deter rivals from entering the patent-race.   

 

In some cases, it is thus important for firms to stretch themselves to get into pole position: whether 

it be in terms of patents, copyright, real estate locations, getting the first pick in the labor market, 

choosing ideal strategic alliance partners, lead time benefits, and other first mover benefits. This 

is analogous to Scott’s decision to cover as much distance as possible each day to win the race to 

the South Pole, which leads to our Scott hypothesis:   

 

The Scott hypothesis: venture performance is associated with more volatile growth paths 

 

However, there are also drawbacks to erratic growth. Lundmark et al. (2020) provide four reasons 

why volatility is detrimental to firm survival in the context of within-the-year revenue volatility. 

These four reasons are also germane to our multi-year firm growth context. First, volatility makes 

it harder to plan ahead. Firms may not have a clear vision of their demand or requirements for 

employees or production capacity, which could lead to costly mistakes when adjusting capacity in 

preparation for the near future (Bo, 2001). Firms may have to constantly revise their short-term 

projections and spend excessive time attempting to interpret flickering trends. Second, volatility 

adds psychological stress. Entrepreneurs and employees may be overworked some of the time, 

while finding themselves with nothing to do at other times, which could lead to frustration, lower 

job satisfaction, and perhaps lower quality work and less engagement with the venture (Pollard, 
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2001; Paulsen et al., 2005; Stephan, 2018). Third, volatility contributes to uncertainty. A classic 

tenet of financial economics is that higher risk must be compensated by higher returns for investors 

(Bloom, 2014). The venture would therefore suffer a risk premium in the eyes of investors, 

(potential) employees, strategic partners, and other stakeholders. Fourth, volatility raises average 

costs, for example due to costs of warehousing or inventory control or worker overtime or other 

adjustment costs (e.g. Bo., 2001).  

 

Another way of thinking about the costs of volatile growth is that the benefits of growth are non-

linear: while moderate growth helps survival, nevertheless rapid growth can be detrimental to 

survival (Zhou and Van der Zwan, 2019). Above a certain point, there is evidence that growth 

starts to reduce a firm’s performance in terms of survival (Coad et al., 2020) and perhaps also other 

dimensions such as subsequent growth (Capasso et al., 2014). Daunfeldt and Halvarsson (2015) 

indicate that high-growth firms are usually ‘one-hit wonders’ since they usually do not repeat their 

previous growth experience in subsequent periods. Rapid growth, above a certain point, seems 

subject to powerful forces of negative growth autocorrelation, according to which firms that grow 

very fast in one year are more likely to decline in the next (Coad, 2007, Capasso, Cefis & Frenken, 

2014).  

 

These empirical findings are consistent with suggestions that periods of rapid growth may bring 

about financial distress, if the firms disrupt the balance between costs and revenues (Brannback, 

Carsrud & Kiviluoto, 2014). Sudden bursts of growth can disrupt the balance between costs and 

revenues, they can increase the risk of exit, and can lead to negative growth autocorrelation. While 

lumps and bumps in growth paths may be inevitable, nevertheless there may be leeway for ventures 

trying to manipulate its pace of growth – to “keep growth in check” (Bhide 1992), to avoid 

excessive bursts where possible. 

 

One reason for rapid growth being risky is due to difficulties in compressing the time needed for 

certain key tasks. While sometimes time can be saved by running tasks in parallel, this is not 

always possible. A popular anecdote is that 9 women cannot produce a baby in 1 month, instead it 

will take one woman 9 months. In the context of new ventures, the procedures of hiring and 

training new employees takes a certain amount of time – and for good reason. If a firm seeks to 
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compress the time taken for hiring and training, this could result in bad hires and a badly trained 

workforce. In other cases, trying to grow too fast could mean that quality is being sacrificed.  

 

Therefore, having steady growth in each period could be preferable to combining dangerously fast 

growth in some years and low growth in others. Collins and Hansen (2011) have previously 

presented results from a number of case-studies that support their hypothesis that steady growth 

paths are better for long-run performance. This is analogous to Amundsen’s decision to cover a 

fixed and equal distance to the South Pole each day, irrespective of weather conditions. Our 

Amundsen hypothesis therefore proposes:  

 

The Amundsen hypothesis: venture performance is associated with less volatile growth paths 
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3. METHOD 

 

We test our hypotheses using firm-level data gathered from the Swedish Patent and Registration 

Office (PRV). All limited liability firms in Sweden are required by law to submit their annual 

reports to PRV, which means that we have detailed data on all Swedish limited liability firms over 

the period 1998-2009. The data include variables that can be found in the annual reports, e.g., 

sales, profits, number of employees, industry classification, and geographical location. In contrast 

to many other firm-level datasets, young firms are not under-represented and information on 

registered start-up year is included (Coad, Daunfeldt & Halvarsson, 2018).  

 

We use annual sales as our firm growth indicator, and measure sales growth by calculating the log-

difference of firm size (Tornqvist, Vartia & Vartia, 1985). We then investigate how growth paths 

are associated with firms’ long-run performance by constructing an indicator of growth path 

volatility that measures the absolute area of growth rates that fluctuates around firms’ average 

growth path. More specifically, we calculate:  

 

!"#$ =
1

'
() |ln -(/) − ($ + 3/)|

!"#

!
4/

$%#

!&'
,	 

 

where $ = ln -(0) is the log of firms size and the intercept of the average growth path, and  3 =

'%#(ln -(') − ln -(0)) is its slope. With discrete (annual) data on the growth, as captured by the 

change in ln -(/) from 8 to 8 + 1, ln -(/) can be replaced by a linear function, which allows for a 

closed form solution to the expression that can be implemented in statistical software such as Stata. 

Lastly, to facilitate the interpretation, we normalize Area to have a standard deviation of 1 in a 

given year t. A firm that experiences average growth in each year will have Area = 0. 

 

From the empirical implementation of the Area measure, we extract a complementary measure of 

the ‘erraticness’ of a firm’s growth path. It measures the number of ‘crossovers’, i.e., how many 

times a firm’s growth rate crosses over the average growth path. This measure presents one way 

to characterize firm’s growth from 8 = 0 to 8 = ' if it oscillates around the average growth path. 

The maximum number of crossovers are bound by ' − 2 when T=4, since by definition ln -(0) =



   
 

 12 

$ and  ln -(') = $ + 3'. By using the Area measure and controlling for the number of crossovers, 

we get a measure of the growth volatility for firms given the number of times they have crossed 

the average growth path.  

 

Our growth dispersion measure, !"#$,  has several desirable properties. First, it takes value zero 

for the minimal deviation growth path, it is continuously-valued, it is invariant to whether firm 

overshoots or undershoots on its growth trajectory (i.e. we use the modulus function to give 

overshooting or undershooting the same ‘importance’ or magnitude), and relatively rapid decline 

(growth) contributes less to overall growth path volatility if the firm starts off above (below) the 

steady-growth benchmark.  

 

Another desirable property of our growth dispersion measure is that we can relate it to the number 

of times the growth path crosses over the long-run average growth path, which makes it possible 

for us to distinguish between eight different types of growth paths. These growth paths and their 

definitions are highlighted in Table 1 below. 
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Table 1. Eight growth paths based on the Area measure. 

 

Note: Final size may be higher or lower than initial size. The number of growth types will increase with 

longer growth periods. For A and B, Area is equal to the area of the trapezoid. For C and D, Area is equal 

to the area of the three triangles which have a side on the average growth line. For E-H, Area is equal to the 

area of the triangle and the trapezoid.  

 

We use our new indicator of growth path variability to test if it is related to sales growth, profit 

growth and firm exit in the coming three-year period after controlling for the number of crossovers 

of the long-run average growth path. We use the log difference (Tornqvist et al., 1985) to calculate 

sales growth, while the difference in net margins (expressed in percentage points) is used to 

measure profit growth. Finally, firm exit is measured by a binary variable that takes the value zero 

if the firm identification number continues to exist in the dataset and one if it ceases to exist.4  

 

 
4 As is often done in the empirical literature, we group together voluntary liquidations with bankruptcies, because 
they are both instances of firm death (Coad, 2014).   
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Our dataset includes a register of the firms that took part of a merger or acquisition during the 

study period, which means that we are able to distinguish between organic and non-organic 

growth. As we are interested in the former, and because acquisitive growth may have different 

theoretical motivations and consequences than organic growth (Lockett, Wiklund, Davidsson, and 

Girma, 2011), we choose to exclude all firms that grow non-organically during the study period.  

 

All estimations include dummies for 2-digit industries and controls for initial size (sales) and firms 

age, because a large body of previous work has confirmed that growth rates and exit rates depend 

on industry affiliation and also firm size and age.5 In order to control for non-linear effects, we 

also add quadratic terms for firm size and firm age. Descriptive statistics for our sample are 

presented in Table 2 below.   

 

Table 2. Descriptive statistics, all firms, year-year. 

Variable N Mean Std. Dev. 

Sales growth [log;(t:t+3)] 

 

187,599  -0.077 0.736 

Profit growth [ppt change; (t:t+3)] 187,599  -1.629 23.605 

Firm exit [Dummy; (t:t+4)] 218,261  0.048 0.213 

Area [sd(Area )=1] 187,599  0.783 1.00 

Number of crossovers [{0,1,2}] 187,599  0.584 0.671 

Average growth path [log;t-4:t] 187,599  0.131 0.747 

Initial Size [log;t-4] 187,599  8.072 1.513 

Initial age [t-4] 187,599  13.275 12.748 

 

The descriptive statistics show that the average firm has a sales growth rate that is -0.08 (log 

points), showing that most firms in our sample have annual growth rates that are close to zero. We 

can also observe that firms on average have negative profit growth (-1.66 percentage points) and 

that the share of firm 

  

 
5 See for example Baù et al. (2019) for a recent concise discussion. 
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s that exit the market in each period is around 5%. Our growth dispersion measure shows a lot of 

variation, and the descriptive statistics illustrate the fact that the number of crossovers of the 

average growth path is limited to 2. The average growth path corresponds to the slope of the dashed 

line in each graph type in Table 1 and captures the average growth rate around which the Area 

measure is calculated. 

 

Turning to our control variables, we observe that initial sales of the average firm amounts to 3.2 

million SEK, [3202 = exp(8.07154)]. The average initial age for firms in the beginning of the 

growth period is 13.2 years. One attractive feature of our dataset is that we have access to 

information on firms’ registered start year. We furthermore have no under-representation of young 

ventures, which otherwise is common (Bamford, Dean & Douglas, 2004; Coad, Daunfeldt & 

Halvarsson, 2018), and we are thus able to look at growth paths of firms of all ages. As a check 

against ‘partial year effects’ (Bernard et al., 2017) whereby the growth rates in the first year may 

be biased by having fewer than the usual 12 available months of sales in the first year, we repeat 

our analysis excluding all observations corresponding to a firm’s first year of operations, and 

obtain similar results. More detailed definitions of the variables included in our analyses are 

provided in Table A1 in the Appendix.   

 

Descriptive statistics for the eight different growth paths illustrated in Table 1 are presented in 

Table 3. A first observation is that the most populated growth path categories are the ‘trapezoids’ 

A and B, while the least populated are the ‘double-crossover’ paths C and D. There are only small 

differences between the categories in terms of average sales growth, while profit growth is 

noticeably higher for group A, and noticeably lower for groups B, G and D. Group A has the 

highest volatility according to the indicator 'Area' and also a slightly higher exit rate.  
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Table 3. Descriptive statistics (means) for eight growth path categories in Table 1. 

 
 A  B C  D  E F G H 

Sales growth 

[log;(t:t+3)] -0.034 -0.114 -0.083 -0.096 -0.077 -0.098 -0.098 -0.065 

Profit growth [ppt 

change;(t:t+3)] 0.765 -3.912 -1.507 -2.875 -2.115 -1.973 -3.252 -0.411 

Firm exit [Dummy; 

(t:t+4)] 0.057 0.041 0.047 0.043 0.045 0.045 0.043 0.049 

Area [SD(Area)=1] 1.048 0.924 0.417 0.394 0.604 0.603 0.609 0.583 

Crossovers 0.000 0.000 2.000 2.000 1.000 1.000 1.000 1.000 

Avg. growth path [log; 

(t-4:t)] 0.182 0.104 0.124 0.100 0.047 0.155 0.058 0.188 

Initial size [log; t-4] 7.952 8.267 7.925 8.050 8.030 8.091 8.093 8.042 

Initial age [t-4] 12.357 14.058 13.095 13.750 13.208 13.596 13.674 13.314 

N 

         

53,556  

         

43,898  

         

9,353  

         

10,083  

         

17,520  

         

18,011  

         

15,714  

         

19,464  
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4. RESULTS 

 

Our basic regression model investigates how growth path volatility during a 4-year period is 

related to sales growth, profit growth and the likelihood of exit in the coming 3-year period. Our 

regression equation can be written as:  

:#";(! = < + =#>?@$8A@A8B(! + =)C(! + D(! 

 

Where the dependent variable is an indicator of performance, :#";(! ∈

{-$@#G	H"?I8ℎ, :"?;A8	H"?I8ℎ, KA"L	#/A8} for firm i in year t. Our main explanatory variables 

are the growth path volatility variables, and our control variables (C(!) include initial size, initial 

size squared, initial age, initial age squared, the interaction of initial size and initial age, and the 

average growth rate. Our regression equation is estimated via Ordinary Least Squares (OLS), even 

in the case of firm exit (i.e. we apply an OLS linear probability model (OLS-LPM) for survival, 

because the interpretation of marginal effects is more transparent, Angrist and Pischke, 2008).6   

The results are presented in Table 4 and include period-specific and industry-specific (2-digit 

level) fixed effects.7 Multicollinearity was not considered to be a major risk.8 

  

 
6 Considering that firm growth rates lack persistence, and that the within-variation in firm growth rates is higher than 
the between-variation in growth rates (Geroski and Gugler, 2004), we follow previous literature on firm growth (e.g. 
Coad, 2010) and do not include time-invariant firm-specific fixed effects in our regressions. 
7 For example, industry-specific fixed effects can alleviate possible issues of industry-specific degrees of volatility 
of annual growth rates. However, presumably the main type of industry-specific variations in demand occur at a 
seasonal frequency, not at the level of annual growth rates, and like the vast majority of firm growth research, we 
cannot control for within-the-year seasonal variations in demand. 
8 A first reason for our present unconcern about multicollinearity is that we have a large number of observations 
(O’Brien, 2007). Furthermore, a correlation matrix (see Table A2 in the appendix) allays fears about excessive 
pairwise correlations between variables. As an extra check, Table A5 in the appendix verifies the stability of the 
coefficients across specifications as variable blocks are introduced stepwise. 
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Table 4: Regression results. Relationship between growth path volatility (t-4:t) and sales growth, 

profit growth, and firm exit over the subsequent period (t:t+3).   

  (1) (2) (3) 
Variables Sales growth Profit growth Firm exit 
        
Area 0.025*** 0.99*** 0.0063*** 

 (0.0040) (0.12) -0.00061 
Crossover = 1 -0.0069* -0.19 -0.00042 

 (0.0037) (0.12) (0.00099) 
Crossover = 2 -0.0075 -0.34* 0.0017 

 (0.0058) (0.19) (0.0016) 
Initial size -0.016*** -0.0086 0.0029*** 

 (0.0017) (0.059) (0.00036) 
Initial size sq. 0.0077*** 0.12*** 0.000075 

 (0.00063) (0.022) (0.00012) 
Initial age -0.0035*** -0.026*** -0.00065*** 

 (0.00020) (0.0066) (0.000055) 
Initial age sq. 0.000062*** 0.00059*** 0.000011*** 

 (5.3e-06) (0.00021) (1.4e-06) 
Initial size-age interaction -0.000033 -0.0038 -0.000067*** 

 (0.000085) (0.0033) (0.000020) 
Average growth rate -0.094*** -3.15*** -0.0034*** 

 (0.0044) (0.14) (0.00067) 
Constant 0.16*** -2.23*** -0.00031 

 (0.017) (0.61) (0.0035) 
    

Observations 187,599 187,599 218,261 
R-squared 0.022 0.015 0.015 

Robust standard errors in parentheses. Year-specific and industry-specific fixed effects are included in the regressions 

but not reported in detail. *** p<0.01, ** p<0.05, * p<0.1 

 

We find that more volatile growth paths in the preceding four-year period is positively associated 

with sales growth and profit growth in the subsequent periods. This is reflected by the coefficient 

estimates for the variable Area, which corresponds to the association of volatility with subsequent 

growth after having already controlled for Average growth rate. A one standard deviation increase 

of Area is associated with an increase in Sales growth of 2.5% (or 2.53=100*(exp(0.025)-1) to be 

exact), which is a large effect considering that Sales growth has an average of -0,08 and a standard 

deviation of 0.736. For the other variables, respectively, a one standard deviation increase in Area 

is associated with an increase of Profit growth of 0.99 percentage points and an increase of Firm 

exit of 0.6. Volatility thus spurs subsequent growth. We thus find overall support for the Scott 



   
 

 19 

hypothesis, while the Amundsen hypothesis is not supported by our analysis. We also find that 

firms with more volatile growth paths are more likely to exit in the coming 3-year period. While 

volatile growth therefore boosts performance in terms of sales growth and profits growth, it hinders 

performance in terms of survival. Control variables generally display the expected signs.9 

 

However, the results presented in Table 4 do not take into account that the growth path variability 

effect might differ across the growth rate distribution. Many firms are, for example, small and lack 

growth ambitions (Wiklund and Shepherd, 2003; Coad, 2009; Stam and Wennberg, 2009). These 

non-growing firms are characterized by low growth path variability and might therefore have a 

large impact on the estimated coefficients presented in Table 2. While entrepreneurship scholars 

often focus on the right tail of High-Growth Firms (HGFs), the OLS “conditional mean” effects 

shown in Table 4 might also be driven by firms in the left-hand side of the growth distribution, 

which are characterized by negative growth rates. Investigating heterogeneity across the growth 

rates distribution allows us to explore conjectures that high-potential firms are also high-variability 

firms (Wiklund and Shepherd, 2011).  

 

To take into account firm heterogeneity over the growth rate distribution, we continue by 

estimating the effect of growth path variability on our outcome variables for different growth 

percentiles of the variable Average growth rate. Interaction effects between Area and the growth 

percentiles are here used to capture the effect of growth path variability for firms in different parts 

of the growth rate distribution. More specifically, we estimate the effect of growth-path variability 

for eight different growth classes (percentiles 0 to 5; 5 to 10; 10 to 25; 25 to 50; 50 to 75; 75 to 90; 

90 to 95; and 95 to 100). The marginal effects of growth path variability on our outcome variables 

 
9 Note however that our estimates in Table 4 Column 3 suggest that higher initial size is positively associated with 
exit, which goes against many previous results. The usual interpretation of the size-exit relationship may not hold in 
Table 3 Column 3 because exit in (t:t+3) is conditional upon surviving all of the growth path period (t-4:t), and this 
may select out small short-lived firms. In our data, the simple correlation between exit and once-lagged log size is 
indeed negative. Also, our regression results for this coefficient remain similar after a stepwise introduction of 
covariates. We therefore advise caution when interpreting the relationship between initial size and subsequent exit, 
and we do not suggest a naive interpretation that larger firms have higher exit rates. 
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are presented in Figures 1-3 below,10 and the corresponding regression results can be found in 

Table A3 in the appendix. 

 

Figure 1. Estimated marginal effects of volatility (i.e. the ‘Area’ indicator) on sales growth in the 

coming 3-year period, for different parts of Average growth path.  

 

 

Figure 1 shows the effects of growth path variability on sales growth in the coming three-year 

period for firms in different growth percentile classes. It is evident that growth path variability has 

a positive effect on sales growth for firms in the left-hand side of the growth rate distribution, i.e., 

for those with negative sales growth rates, while the opposite holds for firms that have positive 

growth or no growth at all. This means that, for the minority of firms with positive coefficients (at 

the left of Figure 1), it seems that it is better to have a volatile decline (indicating perhaps some 

struggle and vitality, and attempts at innovation that were unlucky rather than non-existent) rather 

than a steady decline (indicating perhaps a passive resignation to deteriorating business 

 
10 The figures correspond to the relationship between growth path volatility (t-4:t) over different percentile groups of 
the Average growth rate variable and sales growth, profit growth, and firm exit over the subsequent period (t:t+3).   
Essentially, this shows allows the ‘effect’ of Area to vary, depending on where in the distribution of Average growth 
rate a firm is located. We include interaction effect between Area and a set of dummy variables that corresponds to 
the percentile groups of the Average growth rate variable. The point estimates, i.e. the marginal effects, is therefore 
given by dy/dx = a + b(i) * p(i)*(Average growth rate) where “i” corresponds to the different percentile groups 
“5<10, … ,>95”. The estimate for “a” corresponds to the result for p(<5), which is used as the reference group. The 
effects of subsequent groups such as p(5<10) is hence given by “a + b(5<10)”.  
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conditions). In contrast, we find support for the Amundsen hypothesis for firms with positive 

growth rates, i.e., firms that are characterized by positive growth rates have higher sales growth in 

the coming three-year period if their growth paths are less erratic.  

 

The corresponding results for growth path variability on the change in profit growth are presented 

in Figure 2. Firms with the most negative growth rates and high growth variability have more 

negative profit growth in coming periods compared to firms with lower growth variability in this 

growth percentile.  This result turns insignificant for the second and third growth percentiles group 

and becomes negative for firms that are in the middle of the growth rate distribution that experience 

very low growth rates. The effect again turns insignificant for the seventh and eight growth 

percentiles, while the high-growth firms experience a positive marginal effect of growth path 

variability on future profits. High-growth firms with more volatile growth paths are thus more 

likely to experience higher profit in the coming three-year period compared to firms with less 

volatile growth paths.   

 

Figure 2. Estimated marginal effects of volatility (i.e. the ‘Area’ indicator) on profit growth in the 

coming 3-year period, for different parts of Average growth path.  

 

 

The corresponding results for firm exit are presented in Figure 3. Note that Figure 3 appears 

‘upside-down’ because we are measuring the likelihood of firm exit, which means that ‘success’ 
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(i.e. survival) is reverse-coded. The results show that growth path volatility is negatively related 

to firm exit for firms in the 5<p<10 growth percentile, which consists of firms that are 

characterized by negative sales growth rates. The effect turns positive for firms that are above the 

25% percentile, showing that higher growth path volatility is associated with an increased risk of 

exit (i.e., less chance of survival) for firms with marginal or positive sales growth. Volatility is 

thus harmful for most firms, including all firms that experienced positive growth. A silver lining 

could be that volatility is positively associated with survival for fast-declining firms (with 

statistically significant results for the 5<p<10 class), if for example it is better to decline with some 

struggle and interruption rather than having a smooth deterioration. 

 

Figure 3. Estimated marginal effects of volatility (i.e. the ‘Area’ indicator) on firm exit in the 

coming 3-year period, for different parts of Average growth path.  

 

 

 

Next, we distinguish between the eight different growth path types that are displayed in Table 1. 

We want to investigate if these growth path types are related to sales growth, growth in 

profitability, and firm exit in the coming three-year period. Marginal effects are presented in the 

figures 4-6 below together with the 95% confidence intervals. The corresponding regression results 

are presented in Table A4 in the appendix. 
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The results in Figure 4 show a distinct pattern, namely that those firms that are characterized by 

more years with sales growth that is above rather than below their average growth rate (i.e. A, C, 

E and H in Table 1) have higher sales growth in the coming three-year period. This is consistent 

with the conjecture that a sudden sharp decline in one year is not too unusual and does not rule out 

above-average growth in subsequent years. 

 

Figure 4. Estimated marginal effects of Area on sales growth in the coming 3-year period  

by growth path categories (A-H). 

 

 

We find broadly similar results for profit growth in Figure 5, i.e., firms with a yearly sales growth 

rate that exceeds their average growth path during at least two periods are more likely to be 

characterized by higher profit growth in the coming three-year period.11 Firms that have a sales 

growth that is below their average growth path until the last year (graph type B) is also more likely 

to be characterized by negative profit growth in the coming three-year period. 

 

Figure 5. Estimated marginal effects of Area on profit difference in the coming 3-year period by 

growth path categories (A-H). 

 
11 This is no longer observed for category E, however, as we move from Figure 4 to Figure 5. 
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Figure 6. Estimated marginal effects of Area on firm exit in the coming 3-year period by growth 

path categories (A-H). 

 

 

Finally, the results for firm exit (Figure 6) show varying exit rates across growth path categories. 

In most cases, we find no significantly differences in firm exit for firms with different growth types 

because the confidence intervals overlap. However, firms with two crossings that starts with below 

average sales growth (D) have a significantly higher risk of exit compared to firms that have no 

crossings of their growth path.   
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We also used the absolute min-max growth difference (AMM) and the standard deviation (SD) to 

investigate if they are related to sales growth, profit growth and likelihood of exit in the coming 

three-year period. Our indicators of growth path volatility are generally highly positively 

correlated, see Table A1, and all main results remain qualitatively similar when using these growth 

dispersion measures instead.12 Note, however, that these alternative growth dispersion measures 

cannot be used to classify firms into different growth types (Table 1). Hence, these alternative 

measures only capture the volatility aspect and not how growth paths more generally are related 

to firm performance.  

 

 

 

  

 
12 These results are omitted in order to save space, but are available from the authors upon request. 
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5. DISCUSSION AND IMPLICATIONS 

 

A small number of high-growth firms have been observed to be instrumental for job creation, and 

interest in rapid growth firms has therefore grown rapidly in recent years (Davidsson, Steffens & 

Fitzsimmons, 2009; Henrekson & Johansson, 2010, Coad, Daunfeldt, Holzl, Johansson & 

Nightingale, 2014). However, firms that are growing very fast also seem unable to repeat their 

growth experience in subsequent periods (Capasso et al., 2014; Daunfeldt and Halvarsson, 2015).  

 

High-growth firms are typically characterized by high volatility in their growth rates. Some 

economic models suggest that their inability to have more persistent growth might be related to 

the inherent volatility of the firm growth process (Bottazzi and Secchi, 2006; Coad and Planck, 

2012), which links back to the Amundsen versus Scott dilemma. Amundsen’s team paced 

themselves: they went similar distances, irrespective of how favourable were the weather 

conditions, and they won the race to the South Pole. Translated into our context, we ask: Is it better 

to have steady growth, or to grow as fast as possible in each period? 

 

Theoretically we discussed a number of reasons why high growth path variability might prevent 

future success, but there are also several reasons why growth variability might be positively related 

to how firms perform in the coming period. Theory thus provide no clear answer regarding how 

growth path variability relates to firm performance. We therefore assembled a toolkit of novel 

growth path variability measures (growth path types, area between growth path and average 

growth, number of crossovers, min-max difference, and standard deviation) that made it possible 

for us to classify how firms grow in relation to their long-run average growth path. This made it 

possible for us to investigate if firms’ growth paths were related to their sales growth, profit growth 

and likelihood of exit in coming periods. Our aim was to investigate if the Amundsen hypothesis 

holds, i.e., if firms with more stable growth paths are characterized by better long-run performance 

than firms who are characterized by more volatile growth paths. 

 

Our baseline regressions (Table 4) showed that growth volatility (measured using ‘Area’) was 

positively associated with growth of sales and profits. However, this relationship seems 

conditional on the firm’s position on the growth rate distribution. We found that more volatile 
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growth paths affected subsequent sales growth negatively for the fastest growing firms. Firms with 

relatively high growth rates (as reflected by a steep average growth path) and a smooth growth 

path are thus expected to see higher sales growth in coming periods compared to similar firms with 

more erratic growth paths. More stable growth paths are also found to be associated with a lower 

risk of exiting the market for all growth percentiles, while profit growth in general seem to be less 

influenced by firms’ growth paths. The Amundsen hypothesis therefore receives nuanced support 

in our analysis, being more relevant for firms with non-negative growth rates (Figure 5).  

 

Our study can be seen as a first attempt to investigate an unexplored dimension in the emerging 

entrepreneurship field on growth modes by quantifying and evaluating the volatility of growth 

paths. While this is beyond the scope of the current article, future work could potentially build on 

our present contribution to better pin down the causality of the relationship, e.g., by finding a way 

to rule out the potential role of unobserved confounders to better identify the specific effect of 

growth path volatility on firm performance. For example, if for each growing firm with a volatile 

growth path, there is a suitable counterfactual ‘twin’ for how that same firm would have performed 

had it chosen to pursue a less volatile growth path. Another challenging area for future work is to 

investigate more closely if there is an optimal amount of volatility. While growth path volatility is 

harmful on average, there are theoretical reasons to suspect that some volatility is necessary and 

perhaps even beneficial in small amounts. Drawing on our analysis of effects along the 

distribution, the optimal amount of volatility may also depend on the overall total growth of the 

venture. Future work could also investigate whether different degrees of volatility in growth paths 

are linked to the number of customers a firm has (e.g. if a firm with a single stable source of 

demand enjoys stable growth, while also potentially being vulnerable to over-reliance on a single 

customer).  

 

In general, we believe that entrepreneurship scholars should focus their attention more towards 

how firms grow, instead of focusing merely on how much firms grow (McKelvie and Wiklund, 

2010). Our toolkit for characterizing and quantifying growth path volatility will hopefully provide 

an impetus to research in this emerging field.  
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APPENDIX 1: DETAILS ON THE SAMPLE AND VARIABLES 

We also test if our results are robust to commonly used growth dispersion measures, such as the 

absolute min-max growth difference (AMM). The AMM measure is calculated by first ranking a 

firm’s growth rates in order of size, and then calculating the absolute difference between the firm’s 

largest growth rate and the smallest growth rate. More formally, if |G*+,| =

max QRln
-(!"#)
-(!) RS!&'

$
and TG*01T = min QRln

-(!"#)
-(!) RS!&'

$
 corresponds to the largest and smallest 

absolute growth rates over the sequence of growth rates, the AMM measure can be defined as:  

!VV = TG*+, − G*01T 

Finally, in order to compare our results with a traditional volatility measure, we have also done all 

estimations using the standard deviation (SD) as our growth dispersion measure.  

All growth dispersion measures that are used in the paper are normalized to have mean zero, and 

a standard deviation of one. To calculate !"#$ and !VV, we use consecutive periods, each with  

' = 5. The outcome measures we consider is the future growth rate of ln
-($"2)
-($)   with X = 1,2 and 

3.  

The correlation between our new indicator of growth dispersion and the more traditional ones are 

presented in Table A1.  

Our main results remain qualitatively similar when using the alternative growth dispersion 

measures. Note, however, that these alternative growth dispersion measures cannot be used to 

categorize firms into different growth types (see Table 1).   
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Table A1: Correlation matrix.  

Firm exit 1.00          
Sales growth -0.02 1.00         
Profit growth 0.00 0.36 1.00        
Area 0.04 0.04 0.04 1.00       
Crossover -0.01 -0.01 -0.01 -0.22 1.00      
SD 0.03 0.03 0.03 0.90 0.00 1.00     
AMM 0.04 0.04 0.04 0.89 -0.03 0.95 1.00    
Initial size 0.02 -0.02 0.01 -0.23 -0.02 -0.25 -0.24 1.00   
Initial age -0.02 -0.02 0.00 -0.09 0.01 -0.09 -0.09 0.26 1.00  
(Initial age)*(Initial size) 0.00 0.00 0.00 -0.01 -0.01 -0.02 -0.01 0.25 0.45 1.00 
Average growth path -0.02 -0.08 -0.10 0.00 -0.02 -0.01 0.01 -0.14 -0.07 0.02 

 

 

Table A2. Definitions of variables. 

Variable Definition 

Sales growth  Sales growth is defined by log[Sales(t+3)/Sales(t)] where sales is the deflated 
annual sales in time period t  

Profit growth Profit growth is here given by Profit(t+3)-Profit(t), where profit where profit 
is the percentage net margin in time period t. Profit growth is hence expressed 
in terms of percentage points (ppt.)  

Firm exit  Dummy variable that takes the value of 1 if a firm has exited the panel 
between the years t and t+4, and 0 otherwise. Note than firms that exit within 
the period [t:t+3] do not have sales or profits in the period t+3 and therefore 
are not part of the analysis of sales and profit growth.   

Area  The definition of Area is given in equation (1). It gives a variability measure 
of log[Sales(t)] over the period t-4 to t. To easy interpretation it has been 
normalized to have standard deviation equal to 1 in a given year.  

Number of crossovers  The number of crossovers gives the number of times the growth path crosses 
over the average growth path (dashed line in Figure 1) in the period t-4 to t. 
It takes the values 0, 1, and 2. 

Average growth path Average growth path gives the average growth rate in terms of Sales for the 
period t-4 to t and corresponds to the slope of the dashed line in Figure 1. 
Note that the slope is equal to 0 in Figure 1 for simplicity 

Initial Size  Initial size is the log of Sales at the time t-4. 
Initial age  Initial age is the year since foundation at the time t-4. 
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APPENDIX 2: ROBUSTNESS ANALYSIS 

Table A3. Estimation results by growth percentile 
  (1) (2) (3) 

VARIABLES Sales Profit Firm exit 

Area 0.16*** 1.26** -0.0029** 

 (0.014) (0.49) (0.0014) 

0.05<p<0.1 0.085* -5.12*** 0.00041 

 (0.044) (1.65) (0.0063) 

0.1<p<0.25 0.19*** -3.09** -0.013** 

 (0.042) (1.52) (0.0054) 

0.25<p<50 0.34*** -1.16 -0.038*** 

 (0.044) (1.57) (0.0055) 

0.50<p<075 0.42*** -1.11 -0.050*** 

 (0.046) (1.63) (0.0058) 

0.75<p<90 0.49*** -0.68 -0.049*** 

 (0.049) (1.72) (0.0063) 

0.90<p<0.95 0.57*** -0.11 -0.044*** 

 (0.054) (1.87) (0.0073) 

p>0.95 0.56*** 0.63 -0.029*** 

 (0.057) (1.99) (0.0081) 

p<0.05 0 0 0 

 (0) (0) (0) 

0.05<p<0.1*(Area) -0.098*** -0.80 -0.0043 

 (0.020) (0.75) (0.0028) 

0.1<p<0.25*(Area) -0.14*** -1.14* 0.0019 

 (0.017) (0.59) (0.0023) 

0.25<p<50*(Area) -0.20*** -2.76*** 0.0082*** 

 (0.016) (0.59) (0.0023) 

0.50<p<075*(Area) -0.22*** -1.90*** 0.019*** 

 (0.016) (0.57) (0.0025) 

0.75<p<90*(Area) -0.23*** -1.86*** 0.015*** 

 (0.017) (0.57) (0.0024) 

0.90<p<0.95*(Area) -0.23*** -0.95 0.013*** 

 (0.018) (0.62) (0.0031) 

p>0.95*(Area) -0.16*** 0.59 0.010*** 

 (0.018) (0.58) (0.0024) 

Initial size -0.026*** -0.024 0.0044*** 

 (0.0017) (0.059) (0.00037) 

Initial size sq. 0.0092*** 0.10*** -0.00015 

 (0.00065) (0.022) (0.00012) 

Initial age -0.0032*** -0.026*** -0.00063*** 

 (0.00020) (0.0066) (0.000055) 

Initial age sq. 0.000058*** 0.00057*** 0.000011*** 

 (5.2e-06) (0.00021) (1.4e-06) 

Initial size-age interaction -0.000085 -0.0035 -0.000059*** 

 (0.000085) (0.0033) (0.000020) 

Average growth rate -0.17*** -4.31*** 0.0011 

 (0.016) (0.49) (0.0020) 
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Constant -0.11** -0.048 0.026*** 

 (0.046) (1.67) (0.0063) 

Observations 187,598 187,598 218,259 

R-squared 0.040 0.020 0.018 

Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 
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Table A4. Estimation results by growth path categories (A-H)  
 (1) (2) (3) 
VARIABLES Sales growth Profit growth Firm exit 
        
Area 0.082*** 2.91*** 0.0057*** 

 (0.0059) (0.19) (0.00084) 
Graph B 0.058*** -0.26 -0.012*** 

 (0.0078) (0.23) (0.0016) 
Graph C 0.021 -1.12** -0.0041 

 (0.013) (0.51) (0.0029) 
Graph D 0.059*** 0.059 -0.012*** 

 (0.012) (0.47) (0.0026) 
Graph E 0.021** -0.23 -0.0099*** 

 (0.0096) (0.33) (0.0022) 
Graph F 0.058*** 0.42 -0.0068*** 

 (0.0093) (0.29) (0.0022) 
Graph G 0.059*** -0.30 -0.011*** 

 (0.010) (0.32) (0.0022) 
Graph H 0.027*** -0.012 -0.0056*** 

 (0.0094) (0.31) (0.0022) 
Graph A 0 0 0 

 (0) (0) (0) 
(Graph B)*Area -0.12*** -4.31*** -0.0013 

 (0.0083) (0.26) (0.0013) 
(Graph C)*Area -0.028 1.65 0.0042 

 (0.029) (1.26) (0.0048) 
(Graph D)*Area -0.16*** -4.77*** 0.016*** 

 (0.028) (1.22) (0.0049) 
(Graph E)*Area -0.056*** -2.88*** 0.0032 

 (0.015) (0.56) (0.0025) 
(Graph F)*Area -0.11*** -2.74*** 0.0024 

 (0.013) (0.43) (0.0024) 
(Graph G)*Area -0.13*** -4.33*** 0.0018 

 (0.016) (0.53) (0.0025) 
(Graph H)*Area -0.022 0.55 0.0055** 

 (0.014) (0.51) (0.0026) 
Initial size -0.013*** 0.17*** 0.0033*** 

 (0.0017) (0.059) (0.00037) 
Initial size sq. 0.0063*** 0.063*** 0.000016 

 (0.00063) (0.022) (0.00012) 
Initial age -0.0034*** -0.020*** -0.00063*** 

 (0.00020) (0.0065) (0.000055) 
Initial age sq. 0.000061*** 0.00049** 0.000011*** 

 (5.3e-06) (0.00021) (1.4e-06) 
Initial size-age interaction -0.000028 -0.0035 -0.000066*** 

 (0.000085) (0.0033) (0.000020) 
Average growth rate -0.096*** -3.33*** -0.0033*** 

 (0.0044) (0.15) (0.00068) 
    

Constant 0.099*** -3.79*** 0.0030 
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 (0.018) (0.63) (0.0036) 
    

Observations 187,599 187,599 218,261 
R-squared 0.028 0.028 0.016 
Robust standard errors in parentheses    
*** p<0.01, ** p<0.05, * p<0.1    

 

 

 



   
 

   
 

Table A5: Block stepwise addition of control variables, to investigate the stability of coefficients across specifications 

  (1) (2) (3) (4) (5) (6) (7) (8) (9) 

VARIABLES Sales growth Sales growth Sales growth Profit growth Profit growth Profit growth Firm exit Firm exit Firm exit 

                    

Area 0.030*** 0.018*** 0.025*** 1.02*** 0.93*** 0.99*** 0.0075*** 0.0080*** 0.0063*** 

 (0.0039) (0.0039) (0.0040) (0.12) (0.12) (0.12) (0.00054) (0.00060) (0.00061) 

Crossover = 1 -0.0021 -0.0079** -0.0069* -0.12 -0.23* -0.19 -0.0014 -0.00076 -0.00042 

 (0.0037) (0.0037) (0.0037) (0.12) (0.12) (0.12) (0.00099) (0.00099) (0.00099) 

Crossover = 2 -0.0015 -0.0097* -0.0075 -0.26 -0.39** -0.34* -0.00048 0.00072 0.0017 

 (0.0058) (0.0058) (0.0058) (0.18) (0.18) (0.19) (0.0016) (0.0016) (0.0016) 

Initial size  -0.014*** -0.016***  -0.0055 -0.0086  0.0047*** 0.0029*** 

  (0.0016) (0.0017)  (0.057) (0.059)  (0.00034) (0.00036) 

Initial size sq.  0.0060*** 0.0077***  0.11*** 0.12***  0.00022* 0.000075 

  (0.00062) (0.00063)  (0.022) (0.022)  (0.00012) (0.00012) 

Initial age  -0.0030*** -0.0035***  -0.024*** -0.026***  -0.00075*** -0.00065*** 

  (0.00020) (0.00020)  (0.0065) (0.0066)  (0.000055) (0.000055) 

Initial age sq.  0.000051*** 0.000062***  0.00052** 0.00059***  0.000013*** 0.000011*** 

  (5.2e-06) (5.3e-06)  (0.00021) (0.00021)  (1.4e-06) (1.4e-06) 

Initial size-age interaction  8.2e-06 -0.000033  -0.0043 -0.0038  -0.000073*** -0.000067*** 

  (0.000084) (0.000085)  (0.0033) (0.0033)  (0.000020) (0.000020) 

Average growth rate  -0.089*** -0.094***  -3.11*** -3.15***  -0.0036*** -0.0034*** 

  (0.0044) (0.0044)  (0.14) (0.14)  (0.00067) (0.00067) 

Fixed effects          
Period Yes Yes Yes Yes Yes Yes Yes Yes Yes 

Industry (2-digit) No No Yes No No Yes No No Yes 

Constant -0.043*** 0.11*** 0.16*** -1.30*** -0.71 -2.23*** 0.046*** 0.015*** -0.00031 

 (0.0041) (0.014) (0.017) (0.12) (0.48) (0.61) (0.00093) (0.0029) (0.0035) 

          
Observations 187,599 187,599 187,599 187,599 187,599 187,599 218,261 218,261 218,261 

R-squared 0.007 0.016 0.022 0.004 0.013 0.015 0.002 0.003 0.015 

 

 


